
Volume 2 Nomor 2 | bulan Desember tahun 2024 | halaman 5-9 

e-ISSN: 3031 - 4860 

 

 .   

5 

Implementation of K-Means Algorithm for Poverty Clustering 

(Case Study: East Java Province) 
 

Agung Muliawan1*, Difari Afreyna Fauziah2, Mas’ud Hermansyah3, Nur Andita Prasetyo4, M. Faiz 

Firdausi5 
Institute of Technology and Science Mandala, Jember, Indonesian1,2,4,5 

State Polytechnic of Jember, Jember, Indonesian3 

Corresponding Author: 

Agung Muliawan, Institute Technology and Science Mandala, Jember, 68121, Indonesia 

Email: agung.muliawan@itsm.ac.id 

 

 

Abstract 

Poverty is a crucial issue that requires attention and effective handling to achieve equitable development. This 

study aims to utilise the K-Means algorithm in clustering poverty in East Java based on the classification of 

available data. This study uses poverty data from the Central Bureau of Statistics from 2013-2024, including 

indicators of the number of poor people by district/city in East Java. The K-Means algorithm is used to cluster 

the regions in East Java into homogeneous groups in terms of poverty. The process begins with data 

preprocessing, normalisation, and selection of the optimal K parameter for the algorithm. The clustering results 

are expected to provide a clearer picture of poverty distribution and enable more targeted and effective policy 

development. The results of this study obtained 3 main clusters of poverty in the province of East Java, 

including cluster 0 small poverty category 23 regions, cluster 1 medium poverty category 15 regions and cluster 

2 high poverty category. The findings of this study are expected to contribute to the planning of more targeted 

social and economic interventions in East Java. With the use of the K-Means algorithm, it is expected that 

there will be an improvement in the effectiveness of poverty alleviation programmes through a data-driven and 

analytical approach. 
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1 INTRODUCTION  

Poverty is one of the most pressing social and economic issues in many developing countries, 

including Indonesia. At the provincial level, such as East Java, the challenge of overcoming poverty 

becomes even more complex due to the differences in socio-economic conditions and development levels 

between regions[1]. To effectively face this challenge, an in-depth understanding of the distribution of 

poverty in the region is necessary. East Java, as one of the most populous and economically diverse 

provinces in Indonesia, faces significant poverty disparities. The complex and diverse poverty data 

demands an analytical approach that is capable of revealing patterns that may not be directly visible [2]. 

One analytical method that can be used is clustering techniques, which allow to group regions based on 

their poverty characteristics. 

 K-Means algorithm is one of the clustering methods that has proven effective in big data analysis [3]. 

This algorithm works by dividing data into K groups based on similar features, making it easier to 

understand patterns and relationships between data. In this context, K-Means can be used to cluster regions 

in East Java covering indicators of the number of poor people by district/city in East Java and using the 

Central Bureau of Statistics poverty data from 2013-2024. With this mapping, a clearer insight into the 

distribution of poverty in the province is expected. 

This research aims to utilise the K-Means algorithm in clustering poverty in East Java. Through this 

approach, it is hoped that a better understanding of the pattern of poverty distribution can be generated, as 

well as identifying clusters of areas that require special attention [4]. The results of this study can serve as 

a basis for policy makers and related institutions to design more effective interventions in addressing 

poverty and optimising the use of resources. 

Through this research, it is expected that specific patterns of poverty in various regions of East Java 

can be identified, so that it can help in designing intervention strategies that are more effective and in 
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accordance with the needs of each regional group. By using the K-Means algorithm, it is hoped that this 

research can make a significant contribution to the planning and implementation of poverty alleviation 

policies in East Java, as well as encourage the development of more focused and data-based strategies [5]. 

 

2 RESEARCH METHOD 

The research method carried out in this study has several stages starting from data collection, making 

K-Means problems and evaluating and validating to see the accuracy value. The following is a detailed 

explanation of each stage: 

 

 
 

Fig 1. Research Methodology 

 

In the picture above, the research methodology is explained, starting from taking open datasets on the 

jatim.bps.go.id site. Furthermore, the data obtained will be pre-processed before being processed in the 

k-means algorithm, the process carried out is missing value and data normalisation. The data that has been 

pre-processed will continue in making the k-means model to get the clustering of each region in East Java. 

The results obtained from the clustering process produce clusters according to the similarity of existing 

regions according to the resulting centroid value. 

 

2.1 Dataset 

In this study, researchers used poverty data from “Badan Pusat Statistik” from 2013-2024 with 39 

districts / cities in East Java. The attributes used include occupation data per thousand of each existing 

region. The following is a table of sample data used in this study: 

 

Table 1. Data Sample 

No 
Provin

ce 
2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 

1 
Pacita

n 
91,7 88,9 

92,0
8 

85,5
3 

85,2
6 

78,6
4 

75,8
6 

80,8
2 

84,1
9 

76,9
3 

76,2 
73,0

3 

12 
Situbo

ndo 
90,3 87,7 

91,1
7 

89,6
8 

88,2
3 

80,2
7 

76,4
4 

83,7
4 

86,9
5 

81,4
6 

82,6
2 

80,1
7 

20 Ngawi 127,5 
123,

2 
129,
32 

126,
65 

123,
76 

123,
09 

119,
43 

128,
19 

130,
81 

119,
02 

121,
3 

116,
47 

32 Tuban 196,9 
191,

1 
196,
59 

198,
35 

196,
1 

178,
64 

170,
8 

187,
13 

192,
58 

178,
05 

177,
25 

171,
24 

39 

Kota 
Suraba

ya 
169,4 

164,
4 

165,
72 

161,
01 

154,
71 

140,
81 

130,
55 

145,
67 

152,
49 

138,
21 

136,
37 

116,
62 
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2.2 Pre-Processing 

The data taken is still raw data so it needs to be preprocessed. The purpose of the preprocessing process 

is also to improve the results and accuracy of data mining to be better. Before being processed, the 

preprocessing process is carried out first. The steps of the preprocessing process start from data cleaning 

and normalizing [6]. Data cleaning is done by cleaning empty and inconsistent values and the 

normalization process is the process of normalizing values by reducing the value to be smaller to facilitate 

the calculation process [7] [8]. The data cleansing process is essential to ensure the quality and accuracy 

of data that will be used for analysis, decision-making, or predictive modelling [9]. Poor data can lead to 

inaccurate analysis results and risk to the organisation [10]. Where n is the number of valid data, and 

‘Valid Data’ is data that is not empty. The following is the Data Cleansing process formula: 

 

Imputed Value = 
∑ 𝑉𝑎𝑙𝑖𝑑 𝐷𝑎𝑡𝑎𝑛

𝑖=1

𝑛
 (1) 

 

For the normalization process, using Z-Transformation or z-score normalization which is used to 

change the value of a dataset into a form based on the standard normal distribution (z-distribution) [11]. 

The following is the Z-Transformation process formula: 

Z = 
𝑋− 𝜇

𝜎
 (2) 

 

Description : 

Z = skor-z (value after transformationi), 

X = data real, 

μ = population or sample mean, 

σ = population standard deviation 

 

2.3 K-Means 

K-means clustering is a method used in machine learning and statistics to group data into different 

groups (or "clusters") [12]. The main goal of this algorithm is to divide a set of data into K-means different 

clusters, so that objects in one cluster are more similar to each other than to objects in other clusters [13]. 

The K-means algorithm is easy to understand and implement. The following is an overview of the k-

means algorithm : 

 
Fig 2. K-means algorithm 

 

The basic concept of dividing data into clusters based on the distance to the centroid makes it intuitive 

for many applications. The following is the K-means formula [14] : 

 

√∑ = 1(𝑋𝑖𝑗 − 𝜇𝑘𝑗)2𝑛
𝑗   (3) 

 

Description : 

xij = value j to data xi 

μkj = value j to centroid μk 
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3 RESULTS AND ANALYSIS 

From the results of the analysis carried out in this study, 3 clusters were obtained. This cluster includes 

23 areas that show low or insignificant poverty levels. The areas in this cluster are relatively economically 

stable and do not face serious poverty problems. These results indicate that there are large areas in East Java 

that do not experience deep poverty problems. Cluster 1, there is only 1 area included in this cluster, which 

shows a very high level of poverty. This area may be experiencing very severe poverty conditions and requires 

immediate and intensive intervention from various parties, including the government and humanitarian 

organizations. Cluster 2, this cluster consists of 15 areas that are considered vulnerable to poverty. Although 

not as severe as the cluster that is very vulnerable to poverty, the areas in this cluster still show quite significant 

poverty indicators. This indicates that these areas require greater attention and intervention to overcome the 

existing poverty challenges. The following is a visualisation of k-means clustering and the value of each cluster 

in the regions of East Java : 

 
Fig 3. Visualisation K-means 

 

 
Fig 4. Value cluster in regions East Java 

 

4 CONCLUSION 

Based on the clustering results, it is recommended that poverty alleviation policies and programs in East 

Java be adjusted to the characteristics of each cluster. For Cluster 0, efforts can be focused on sustainable 

development and improving the quality of life, health, and infrastructure development. For Cluster 1, the main 

focus should be on improving access and quality of education. While for Cluster 2, strategies should include 

strengthening local economic programs and improving the quality of social services. By using the K-Means 

algorithm, this study provides valuable insights in designing and implementing more effective and targeted 

poverty alleviation strategies in East Java. This analysis can also be the basis for evaluating future policies and 

programs to ensure that poverty alleviation efforts can be more targeted and have a positive impact on the 

community. 
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