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Abstract 

Obesity is a global health problem associated with multiple chronic diseases, so early detection and risk 

prediction are important for prevention efforts. As obesity is one of the major health problems that can lead to 

various chronic diseases, accurate modelling can help in prevention and early intervention efforts. This study 

aims to develop an obesity risk prediction model using Random Forest technique, which is based on individual 

eating habit parameters. The dataset used is taken from an open dataset that has variables of eating habits, 

which includes variables such as frequency of consumption of high-calorie foods, eating patterns, and types of 

food. The data was processed and analysed with the Random Forest algorithm, an ensemble learning method 

known to be effective in handling datasets with high dimensionality and non-linear relationships between 

features. The developed Random Forest model showed good performance with a prediction accuracy of 

81.76%. This accuracy indicates that the model can effectively distinguish individuals with high risk of obesity 

from those with low risk based on their eating habit parameters. The results of this study demonstrate the 

potential of Random Forest as a useful tool in identifying obesity risk, which can assist in data-driven health 

prevention and intervention strategies. 
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1 INTRODUCTION (11 PT)  

Obesity has become a significant global health problem, affecting millions of people worldwide. 

Moreover, obesity has evolved into one of the most pressing public health challenges of the 21st century 

[1]. The increase in the global prevalence of obesity can be attributed to unhealthy lifestyles, especially 

poor eating habits [2]. The rising prevalence of obesity has been associated with an increased risk of 

various chronic diseases such as type 2 diabetes, hypertension, and heart disease [3]. Therefore, a better 

understanding of the factors that influence obesity risk can play an important role in disease prevention 

and management[4]. In addition, early detection and prevention of obesity is a top priority in public health 

policy. Eating habits are one of the main factors that contribute to obesity risk [5].  

Eating habits, including the frequency of consumption of high-calorie foods, the types of foods 

consumed, as well as overall diet, are important components in determining obesity risk [6]. Consumption 

of high-calorie foods, unhealthy eating patterns and meal frequency can affect energy balance and, in turn, 

lead to the accumulation of body fat. However, manual analyses of the relationship between eating habits 

and obesity are often complex and inadequate in providing a clear picture. Data analysis technologies and 

machine learning methods now offer new approaches to address this challenge. To understand the complex 

relationship between eating habits and obesity risk, robust data analysis methods are needed to identify 

significant patterns and provide accurate predictions. 

In this context, machine learning techniques such as Random Forest have emerged as an effective tool 

in analysing and predicting obesity risk [7]. Random Forest is an ensemble learning method that uses 

multiple decision trees to make more stable and accurate predictions [8]. The advantages of this method 

lie in its ability to handle high-dimensional data, manage non-linear interactions between variables, and 

provide easy-to-understand interpretations[9]. 

Research conducted by M. Patel and R. Kumar describes the ensemble classifer method in random 

forest in the use of data related to calorie intake and food frequency with the results of providing significant 

accuracy related to what distinguishes between individuals with high and low obesity risk [10]. In addition, 
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research by Zekun Zhao, Haipeng Lu, etc. on the development of analytical models related to predicting 

the risk of workers in obesity using SVM with the results of the most influential variables in obesity 

problems [11] 

This study aims to develop an obesity risk prediction model using Random Forest algorithm based on 

individual eating habit parameters. Using a dataset that includes various parameters related to eating habits, 

such as frequency of consumption of high-fat foods, daily diet, and calorific intake, the model is expected 

to provide a more accurate prediction of obesity risk. Through this analysis, we seek to explore how eating 

habits contribute to obesity risk and to identify key factors that can be used in prevention and intervention 

strategies.  

 With the model expected to achieve high accuracy in predicting obesity risk, the results from this study 

are expected to provide valuable insights for health practitioners, policy makers, and individuals in 

designing data-driven strategies to address obesity. The use of Random Forest in this context offers 

significant potential to improve the effectiveness of obesity prediction and prevention through in-depth 

and comprehensive data analysis. 

2 RESEARCH METHOD 

The research method carried out in this study has several stages starting from data collection, making 

Deep learning problems and evaluating and validating to see the accuracy value. The following is a 

detailed explanation of each stage: 

 

 
 

Fig 1. Research Methodology 

 

2.1 Pre-Processing 

In the data collection process, a dataset is taken through kaggle which contains several variables that 

will be used as input for the random forest process (Muliawan et al., 2022). The amount of data obtained 

is 2111 rows with 17 variables covering information on eating habits and other information (Obesity 

Level Kaggle). The first process is to remove missing values, then normalise the data and transform the 

data to numeric so that it is easier to process during obesity classification. The following is a table of 

variables used in this study: 

 

 

 

 

 

 

 

 

 

 



 

15 

 

Table 1. Variabel Dataset 

 
 

From the dataset that will be somewhat transformed nominally to be processed into classification, 

the following is an image of the results of the pre-processing process which will be continued in the 

process to random forest: 

 
Figure 2. Pre-processing 

 

2.2 Random Forest 

Random forest is a machine learning algorithm used for classification, regression, and other prediction-

related tasks. It works by building many decision trees during training and combining the results to 
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improve accuracy and reduce overfitting. Random forest uses multiple decision trees, it is often more 

accurate than a single decision tree and can handle missing data and incomplete features. 

2.3 Evaluation and Validation 

Evaluation and validation of Random Forest models are important steps to ensure optimal performance 

and good generalisability [12]. By using various metrics and validation techniques, we can ensure that the 

model is not only accurate in prediction but also reliable and useful in real-world applications. 

 

3 RESULTS AND ANALYSIS 

The following are the results of testing the dataset using the rapid miner tool. The accuracy result is 

81.76% so this accuracy shows that the model can effectively distinguish individuals with a high risk of obesity 

from those with a low risk based on the parameters of their eating habits. The following is a picture of the 

accuracy in this study: 

 

 
Figure 3. Accuracy Random Forest 

 

Furthermore, an analysis was carried out related to the most influential factors in obesity in getting 3 

variables that influence physical activity, transportation used and family history affected by obesity. The 

following is a visual representation of the distribution of influential variables 

 
Variabel : FAF (physical activity) 

 

Fig 4. Visualization FAF 
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Variabel : M trans (Transportation) and family_history_with_overweight 

  

Fig 5. Visualization Mtrans & family_history_with_overweight 
 

4 CONCLUSION 

These results show that the Random Forest algorithm is effective in identifying the likelihood of obesity 

based on an individual's eating habits. The accuracy of 81.76% indicates that the model performs well in 

predicting obesity risk, with a relatively low error rate. This proves the potential use of the Random Forest 

algorithm in practical applications for obesity risk evaluation that can assist in more effective obesity 

prevention and treatment interventions. Furthermore, an analysis was carried out related to the most influential 

factors in obesity in getting 3 variables that influence physical activity, transportation used and family history 

affected by obesity. Thus, this study recommends the use of this model as a tool in obesity risk analysis, noting 

that further development and validation with larger datasets may be required to improve the accuracy and 

generalisability of the model 
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