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Abstract 

Stroke is a medical condition that requires rapid and accurate diagnosis to increase the chances of patient 

recovery and reduce the risk of long-term complications. This research investigates the application of deep 

learning techniques to diagnose stroke based on clinical data parameters. It develops and applies deep 

learning models that use various neural network architectures, such as convolutional neural networks (CNN). 

The dataset used is an open dataset in analyzing the dataset that includes patient clinical information such as 

hypertension, cardiac history, married status, employment level, body mass index (BMI), smoking and 

glucose. The model was trained using a dataset consisting of thousands of medical records of patients with 

stroke and without stroke. Model evaluation was conducted using performance metrics such as accuracy, 

precision, recall, and F1-score to assess the effectiveness in classification with an accuracy value of 95.05%. 

The results showed that the deep learning approach significantly improved the accuracy and speed in 

detecting stroke compared to conventional diagnosis methods. These findings suggest that the integration of 

deep learning in clinical diagnostic systems can improve early stroke detection and provide a solid basis for 

better clinical decisions. 
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1 INTRODUCTION  

Stroke is an emergency medical condition that requires rapid and accurate treatment to minimize 

neurological damage and improve the patient's chances of recovery. [1]. The occurrence of a stroke often has 

a far-reaching impact on a patient's quality of life, and requires a precise diagnosis to ensure effective 

interventions [2]. Despite the existence of conventional diagnostic methods such as physical examination, 

CT scan, and MRI, stroke diagnosis is often subject to delays or errors, which can significantly affect clinical 

outcomes. [2][3]. In recent years, technological advancements have enabled the use of artificial intelligence 

techniques, particularly deep learning, to improve accuracy and efficiency in various medical applications. 

[4]. Deep learning, as a subfield of machine learning, utilizes complex artificial neural networks to analyze 

large and complex data, detect patterns, and make predictions [5]. In the context of stroke diagnosis, this 

technique has the potential to offer faster and more accurate solutions by analyzing diverse medical data. 

This research focuses on the application of deep learning for stroke diagnosis based on clinical data 

parameters, which include various information such as medical history, laboratory test results, and data from 

the kaggle dataset. [6]. By utilizing deep learning models such as convolutional neural networks (CNN) and 

recurrent neural networks (RNN) this aims to develop and test a diagnostic system capable of identifying 

stroke more accurately than traditional methods.  

The developed deep learning model will be trained with an open dataset consisting of thousands of 

patient medical records, both those that have been diagnosed with stroke and those that have not. Model 

performance evaluation will be conducted using metrics such as accuracy, precision, recall, and F1-score to 

measure the model's ability to distinguish between patients with stroke and those without [7]. By applying 

deep learning techniques in stroke diagnosis, this research is expected to overcome the challenges that exist 

in traditional diagnosis and offer a more advanced and efficient tool for early identification of stroke [8]. 
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Increased accuracy and speed of diagnosis can not only improve clinical outcomes but also contribute to the 

development of a more responsive and adaptive health system [9], [10]. 

 

2 RESEARCH METHOD 

2.1 Research methodology 

The research method carried out in this study has several stages starting from data collection, data pre-

processing, deep learning model building and evaluating and validating to see the accuracy value. The 

following is a detailed explanation of each stage: 

 

 
Fig 1. Research Design 

 

2.2 Dataset 

The clinical data used in this study utilized an open dataset through the associated kaggle Dataset 

includes relevant medical parameters such as hypertension, cardiac history, married, occupation, bmi, 

smoking, glucose as well as other laboratory test results. The following are the variables used in this study. 

Here are the details of the attributes used: 

Table 1. Variabel Dataset 

 
The amount of data taken amounted to 5110 data taken which is an open dataset. The following is the 

raw data that will be taken: 
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Fig 2. Dataset 

 

The information taken is still within the shape of raw data so it has to be preprocessed. The reason of the 

preprocessing prepare is additionally to progress the comes about and precision of information mining for the 

way better. Some time recently being prepared, the preprocessing prepare is to begin with carried out. The 

steps of the preprocessing handle begin from information cleaning, information integration and information 

diminishment. Information cleaning is done by cleaning purge and conflicting values (lost esteem and loud), 

the moment information integration handle where combining information into one capacity, at that point 

information diminishment is carried out where the number of qualities utilized is as well much so it should 

be evacuated or erased concurring to the traits utilized.  

 

2.2 Deep Learing Method  

In this inquire about, the information that has been arranged from the preprocessing prepare will be 

prepared employing a profound learning demonstrate. Deep learning is a subfield of artificial intelligence 

(AI) that uses artificial neural network algorithms with many layers (in this case called "deep neural 

networks") to analyze and process data [11]. This technique allows computers to learn from data in a way 

that resembles human learning, enabling them to recognize complex patterns and make predictions or 

decisions based on the given data [12]. Through an iterative process of training and parameter adjustment, 

deep learning models can learn to recognize patterns and make accurate decisions from given data. 

 

2.3 Evaluasi Model 

Model evaluation using evaluation metrics is a measure or criterion used to assess model performance in 

the machine learning process, including in the context of disease classification such as stroke [13]. This 

metric helps determine how well the model is able to make predictions and provides insight into the quality 

of the results obtained. 

 

3 RESULT AND ANALYSIS 

This research uses rapid miner tools to create data mining models. In the initial process the dataset will be 

imported as input data to be analyzed. Furthermore, the use of normalization and set of reference parameters for stroke 

sufferers for classification. The data that has been set will then be processed in a deep learning classification model with 

a difference in the presentation of 60% traning data and 40% testing data. The following is a table of accuracy 

presentation on the use of deep learning algorithms. The following is an image of the results of accuracy using the deep 

learning method model 
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Fig 3. Accucary Result 

 

The results of the deep learning accuracy above show that the use of deep learning models produces a 

large or optimal accuracy value. Accuracy of 95.05% shows high accuracy so that it can be a reference in 

early detection of stroke disease. By utilizing the ability of deep learning to process large and complex 

datasets, it is found that the developed model can provide more accurate and faster diagnosis results. In 

addition, analyzing data from various other sources and applying deep learning techniques can improve the 

accuracy of diagnosis, enable early detection, and optimize patient care management. 

 

4 CONCLUSION 

This research has shown that the application of deep learning techniques in stroke diagnosis based on 

clinical data parameters can produce a very high accuracy of 95.05%. These results indicate that deep 

learning methods, especially using advanced neural network architectures, are able to analyze medical data 

very effectively to detect and classify stroke cases. The use of deep learning allows the model to learn from 

complex patterns in a dataset that includes various clinical parameters, including laboratory results and 

medical history. With an accuracy of 95.05%, the model not only demonstrated excellent performance in 

detecting stroke but also reduced the likelihood of misdiagnosis that can occur with traditional methods. The 

success of this model reflects the great potential of deep learning in improving the quality and speed of 

stroke diagnosis. The implementation of this technology in clinical practice can aid in the early detection and 

more effective treatment of stroke, as well as provide additional tools that can improve clinical decisions and 

patient care outcomes. 
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