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Abstract 
Improving the effectiveness of banking marketing campaigns is a major challenge in retaining and 
attracting new customers. This research aims to predict the success of direct marketing campaigns 
using the Random Forest algorithm on the UCI Bank Marketing dataset. The dataset includes various 
demographic variables and historical customer interactions. Preprocessing was done through min-
max normalization and division of training and test data with a ratio of 80:20. Model evaluation 
results show that Random Forest is able to classify uninterested customers with high accuracy (true 
negative = 794), but has a weakness in detecting interested customers (true positive = 9), indicating 
a class imbalance in the data. The overall accuracy of the model reached 87%, with a precision of 64% 
and a recall of 8.7%. Feature importance analysis showed that the variables balance, age, and day 
were the most influential factors in customer decisions. Overall, the Random Forest algorithm 
successfully uncovered important patterns in the data that are relevant for more targeted marketing 
decisions. Nonetheless, improving the model's performance towards minority classes needs to be 
done through the approach of handling data imbalance. This research contributes to the utilization 
of machine learning in supporting data-driven marketing strategies in the banking sector. 
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1. Introduction 

The development of digital technology in the last two decades has driven significant 
transformation in the global business world, including in Indonesia. Rapid digitization not only 
impacts the production and distribution process, but also drastically changes the way companies 
market their products. Consumers are now increasingly connected, have extensive access to 
information, and exhibit more dynamic and unpredictable behavior. In this modern business 
ecosystem, companies can no longer rely on traditional marketing strategies that are generic and one-
way. Instead, a more personalized, data-driven approach oriented towards a deep understanding of 
customer needs and preferences is a must. 

This condition creates an urgency for the application of marketing intelligence, which is an 
approach that utilizes information technology and data analysis to collect, process, and interpret 
market information as a basis for formulating marketing strategies. Marketing intelligence allows 
companies to detect changes in market trends, assess the effectiveness of marketing campaigns, and 
conduct more precise segmentation and targeting. For start-ups and technopreneurs, the ability to 
execute adaptive and intelligent marketing strategies is a key factor in surviving and growing amidst 
intense competition and high market volatility. 

This research takes a case study of the Bank Marketing dataset published by the UCI Machine 
Learning Repository. This dataset represents data on the results of telemarketing campaigns from 
banking institutions to promote time deposit products. Through the Random Forest algorithm 
approach, this research aims to identify the most influential factors in determining the success of the 
campaign and evaluate the performance of the prediction model used. 

The ultimate goal of this research is to offer an analytical model that can be used by digital 
businesses in designing smart campaigns, which are marketing intelligence-based campaigns that 
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are not only technically effective, but also strategic in facing competition in the digital economy era. 
By integrating data science into the marketing decision-making process, technopreneurs are 
expected to improve targeting accuracy and marketing budget efficiency. 

2. Methods 

This research uses an exploratory quantitative approach with the support of data mining 
techniques to analyze the effectiveness of data-based product marketing campaigns. The stages of the 
methodology used include several steps shown in this figure: 

 
 

Figure 1. Methods 
A. Data Collection 

The data source used in this research comes from the Bank Marketing open dataset provided by 
the UCI Machine Learning Repository. This dataset contains historical data on the results of 
marketing campaigns for time deposit products from a banking institution in Europe. The dataset 
includes 17 independent variables as well as 1 target variable which is the campaign response 
(subscribe or not) with a total of 4567 rows described in the following table: 

 
 Table 1. Variabel Dataset 

Variabel Name Type Data Description 
age Integer Customer's age 

Job Categorical Customer's occupation type (e.g. admin., 
technician, services, management, unemployed, 
etc.) 

marital Categorical Marital status (e.g. married, single, divorced) 

education Categorical Education level (e.g. primary, secondary, tertiary, 
unknown) 

default Binary Does the customer have any previous bad debts? 

balance Integer Annual average balance in the account (in euros) 

housing Binary Does the customer have a housing loan? 

loan Binary Does the customer have a personal loan? 

contact Categorical Type of contact communication (cellular, telephone) 

day_of_week Date Day of the month when last contacted 

Month Categorical Month when last contacted (jan, feb, mar, etc.) 

duration Numeric Duration of last call (in seconds) 

campaign Numeric Number of contacts made during this campaign to 
the same customer 

pdays Numeric Number of days since the customer was last 
contacted in a previous campaign 

previous Numeric Number of contacts made before this campaign 
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Figure 2. Sampel Dataset 
B. Preprocesing 

Data pre-processing is done to ensure the quality of the data used in the analysis is in optimal 
condition (M et al., 2025). The first stage starts with checking for missing values, but the Bank 
Marketing dataset from UCI is known to contain no missing values (Hermansyah et al., 2024). Next, 
categorical variables were mapped into numerical form using label encoding and one-hot encoding 
techniques on features such as job, marital, education, contact, month, and poutcome, to enable 
machine learning algorithms to process the data effectively. The duration variable was omitted from 
the model training process as the value is only available after the interaction with the customer is 
complete and may lead to data leakage. The pdays feature that has a dominant value of 999 is 
considered for the transformation of the value into the categories “has been contacted” and “has not 
been contacted” to improve the interpretability of the model (Rustam et al., 2020). 

The next stage is normalizing numeric features such as age, balance, and campaign using the 
Min-Max Scaling method in order to have a uniform scale and avoid the dominance of certain features 
in the classification process. The following is the formula for the Min-Max Scaling method (Afrianto 
et al., 2024): 
 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑
𝑋 − 𝑋 𝑚𝑖𝑛

𝑋 max − 𝑋 𝑚𝑖𝑛
 

 
Description: 
X = original value 
X min = minimum value of the feature (column) 
X max = maximum value of the feature (column) 
X scaled = normalized value in the range [0, 1] 
 
C. Split Data 

After the pre-processing process is complete, the next step in this research is to perform data 
splitting to separate the training data (training set) and test data (test set) (Sabilirrasyad et al., 2024). 
The purpose of this division is to test the generalization ability of the model built on data that has 
never been seen before. The data is divided with a ratio of 80:20, where 80% is used for model 
training and the remaining 20% is used for testing. This process is done randomly but still maintains 
the distribution of the proportion of target classes using stratified sampling techniques to avoid bias 
towards the majority class (Malik et al., 2024). Thus, the model can be trained with sufficiently 
representative data and tested with unbiased data, so that the results of model performance 
evaluation become more objective and reliable (Ahuja et al., 2025). 
 
D. Random Forest 

In this study, the Random Forest algorithm was selected as a classification method to predict the 
success of product marketing campaigns based on historical data from the Bank Marketing dataset. 
Random Forest is one of the bagging-based ensemble learning techniques, which forms a number of 
decision trees from a subset of data taken randomly with a bootstrap technique (Aini et al., 2024). 
Each tree provides a prediction result, and the final result is determined based on the majority vote 
of all trees. The main advantage of Random Forest lies in its ability to handle high-dimensional data, 

poutcome Categorical Results of previous marketing campaigns (success, 
failure, nonexistent) 

y Categorical Does the customer subscribe to time deposits? 
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reduce the risk of overfitting, and provide important information about feature importance (Devella 
et al., 2020). In the context of this research, Random Forest is not only used to build predictive models, 
but also to identify the key variables that have the most influence on customer decisions to accept or 
reject banking product offers (Devella et al., 2020). Random Forest does not have one explicit formula 
like regression, because it is non-parametric and based on voting from many trees (Erdiansyah et al., 
2022). 
 
E. Confusion Matrix (Result) 

To evaluate the performance of the Random Forest classification model, the confusion matrix is 
used as a tool to analyze the prediction performance of the target class. Confusion matrix presents 
classification results in the form of a two-dimensional table that compares between model 
predictions and actual labels (Fauziah et al., 2024). In this case, the target class consists of two 
categories, namely yes (customer accepts the product offer) and no (customer rejects). The four main 
components in the confusion matrix are True Positive (TP), True Negative (TN), False Positive (FP), 
and False Negative (FN). TP indicates the number of cases where the model successfully predicted 
yes correctly, while TN is for no predictions that were also correct. Conversely, FP indicates the 
number of incorrect yes predictions, and FN for incorrect no predictions. Based on the resulting 
confusion matrix, evaluation metrics such as accuracy, precision, recall, and F1-score are obtained 
that reflect the model's ability to classify data correctly and in a balanced manner. This evaluation is 
important to ensure that the model not only has high accuracy, but is also able to avoid risky 
misclassifications in a marketing context. The following is the confusion matrix formula (Badriyah et 
al., 2024): 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 𝑥
𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 
Description: 
TP = True Positive: Predicted "Yes" and actually "Yes" 
TN = True Negative: Predicted "No" and actually "No" 
FP = False Positive: Predicted "Yes" but actually "No" (Type I Error) 
FN = False Negative: Predicted "No" but actually "Yes" (Type II Error) 
 

3. Results and Discussion 

The classification model built using the Random Forest algorithm is evaluated using a confusion 
matrix to measure performance in predicting the success of marketing campaigns. Based on the 
confusion matrix generated in the following figure: 
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Figure 3. Confusion matrix 

 

 
Figure 4. Accuracy Random Forest 

 
Although the model produced high accuracy (88.73%), the recall and F1-score values were very 

low, especially in detecting the positive class (customers who responded to the campaign). This 
indicates that the model is more likely to classify most of the data into the negative class, i.e. 
customers who did not respond. This is common in imbalanced datasets, where there are far fewer 
customers who respond to campaigns than those who do not. In a business context, this is a serious 
concern as models tend to miss potential opportunities from customers who are actually interested 
(Muliawan et al., 2022). 

Furthermore, the following visualization displays the 10 most important features in the Random 
Forest model that contribute to the prediction of marketing campaign success. Each feature's 
importance is calculated based on how much it is used to split the data in the decision tree within the 
Random Forest ensemble. 

 

 
Figure 5. Top Fiture 
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The most significant variable is balance, which is the average balance of customers. The higher 

the balance, the more likely the customer is to be financially stable and therefore more likely to 
respond to marketing campaigns. Furthermore, age is also an important indicator because 
preferences and responses to financial products often differ between age groups. For example, 
younger customers tend to be more interested in long-term investment products, while older ones 
may be more conservative.  

Day and month indicate the time when the customer was contacted. This time pattern is 
important because the success of the campaign can be affected by seasonal factors or the best time 
to reach out to customers, such as towards the end of the month or in certain months that coincide 
with annual bonuses. Meanwhile, job indicates the socio-economic background of the customer, 
which can influence interest in certain products. 

The variables campaign (number of contacts during the campaign) and pdays (number of days 
since the last contact in the previous campaign) provide information on the intensity and frequency 
of communication by the bank. Too much contact can have a negative impact, but the right approach 
can increase success. Poutcome, which describes the outcome of previous marketing campaigns (e.g., 
success or failure), is also decisive as it reflects trends in customer behavior over time. 

The last two variables are education and marital. Education level affects customers' 
understanding of banking products, while marital status can relate to different financial needs, such 
as family insurance or children's education savings. Overall, these ten variables show that a 
combination of demographic, economic, and historical behavioral factors play a significant role in 
determining the success of a bank's marketing campaign. Insights from this analysis can help banks 
strategize more targeted campaigns. 

4. Conclusion 

This study aims to predict the success of direct marketing campaigns to bank customers using 
the Random Forest algorithm based on data from the UCI Bank Marketing Dataset. Based on the 
model evaluation results through confusion matrix, the Random Forest algorithm produces high 
accuracy in classifying customers who are not interested in the bank's product offer (794 true 
negatives), but is less optimal in predicting customers who are actually interested (only 9 true 
positives out of 104 actual cases). This indicates a class imbalance problem in the data, where the 
majority of labels are negative (not interested), so the model tends to predict towards the majority. 

However, the results of the feature importance analysis show that the model is able to identify 
the variables that are most influential in customer decisions. The ten most important variables 
include balance, age, day, month, job, campaign, pdays, poutcome, education, and marital. These 
variables reflect demographic, economic, and historical customer interactions with the bank, which 
collectively provide important insights to strategize a more targeted campaign. Thus, this study 
concludes that while the classification performance of minority classes still needs improvement, the 
Random Forest algorithm still makes an important contribution in uncovering key patterns that 
influence the success of bank marketing campaigns. The implications of these results can be used as 
a basis for improving customer segmentation strategies and optimizing the time and intensity of 
contact with customers. In the future, improved model performance can be achieved by handling data 
imbalance, such as using oversampling, undersampling, or specialized algorithms for imbalanced 
data. 
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