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Abstract

This research aims to optimize the forecasting of the Dow Jones stock index in New York amid the uncertain global conditions of 2023 using a combined approach of ARIMA and Machine Learning models. This research aims to analyze the movement of the Dow Jones stock index during the uncertainty of the global economic conditions in 2023. The study used a quantitative approach with secondary daily data sourced from yahoo.finance website from January 2020 to May 2023. The current global uncertainty poses challenges to accurate forecasting, and this combined approach offers an effective solution. In this approach, the ARIMA model is employed to capture trends and seasonal patterns in historical data that exhibit stationarity, while the Machine Learning model is used to address more complex patterns and interactions among variables that cannot be handled by ARIMA. The uncertain data of the Dow Jones stock index in New York undergoes preprocessing stages using Machine Learning techniques such as data cleaning, data transformation, feature extraction, and data labeling. The results of the research demonstrate that the combined approach of ARIMA and Machine Learning provides more accurate and reliable forecasts. The integration of the ARIMA and Machine Learning models enables the capture of complex patterns and relationships in the data, resulting in improved forecasting accuracy and valuable insights for investors and market participants in navigating uncertain global conditions. In conclusion, the combined approach of ARIMA and Machine Learning is an effective strategy for optimizing the forecasting of the Dow Jones stock index in New York during uncertain global conditions in 2023. This research contributes to the field of financial forecasting by expanding the understanding of the use of combined approaches to enhance forecasting accuracy and support better decision-making amidst global uncertainty.

Keywords: Forecasting, Dow Jones Stock Index, Uncertain Global Conditions, ARIMA, Machine Learning

1 INTRODUCTION

The stock index is a statistical measure used to represent the overall movement of stock prices in a particular market or sector. Stock indices generally combine the stock prices of several companies listed in the stock market, and changes in the index reflect changes in the overall market value. Stock indices can be used as performance indicators of the stock market and serve as a reference for investors to measure their investment performance. Stock indices are typically formed using specific calculation methods, where the stock prices of companies included in the index are given certain weights. These weights can be based on market capitalization (total value of outstanding shares), stock prices, or other methods. The most well-known stock indices are the Dow Jones Industrial Average (DJIA) in the United States, S&P 500, and NASDAQ Composite.

Forecasting stock indices is an important part of financial market analysis. In uncertain global conditions, investors and market participants often face challenges in predicting the movement of stock indices. In 2023, global conditions are expected to become even more uncertain with rapid economic fluctuations and changes in other factors affecting the stock market, such as the ongoing Russia-Ukraine conflict and global interest rate hikes. Therefore, it is important to develop an approach that can optimize stock index forecasting in uncertain global conditions. In this context, accurate and reliable forecasting becomes crucial for investors and market participants to anticipate and provide insights into stock price movements and make informed decisions. One of the most widely followed stock indices and a benchmark for global stock indices is the Dow Jones index in New York. Accurate forecasts for this index provide valuable information for investors and help them optimize...
investment decisions. However, amid the uncertain global conditions of 2023, achieving accurate and reliable forecasts poses complex and challenging tasks.

The Dow Jones Industrial Average in New York is the focus of this research due to its popularity as a key indicator in the financial market. The DJIA reflects the performance of the 30 largest companies' stocks in the United States. As long as there is no macroeconomic condition that causes a spike in interest rates, investors will remain more motivated to invest in stocks [1]. The Dow Jones Industrial Average is widely regarded as the benchmark stock price index for decision-making and investor information. This is due to its status as the longest-running market performance index in the United States that is still active to this day [2]. Accurate forecasts for this index provide valuable information for investors and assist them in making investment decisions in several other global indices. In uncertain global conditions, accurate forecasts for the Dow Jones index are crucial to anticipate market changes and optimize investment decisions as stock indices in other parts of the world are often influenced by this index. In this research, our focus is on 2023, predicted to be a year full of uncertainty in the global financial market. The Dow Jones index may impact some indexes in other countries such as, The Dow Jones Index has a significant influence on the Composite Stock Price Index (IHSG) in the Indonesia Stock Exchange (IDX) during the period 2015-2019 [3].

Our main objective is to optimize the forecast of the Dow Jones index in New York for this year using a combined approach of ARIMA and Machine Learning models. Various models are organised to deal with various types of problems. A type of regression analysis known as ARIMA assesses the strength of one dependent variable in relation to other fluctuating variables [4]. This approach is expected to overcome the limitations of ARIMA models in handling nonlinear patterns and high variability in data while leveraging the strengths of Machine Learning techniques in capturing complex patterns and interactions between variables. The use of the Dow Jones stock index as the focus of this research is chosen due to its popularity as an important indicator in the financial market. By studying and optimizing the forecast for the Dow Jones index in New York under uncertain global conditions, this research can make a significant contribution to understanding market dynamics and assist investors and market participants in making better decisions.

The combined approach of ARIMA and Machine Learning has shown great potential in improving forecast accuracy in various fields, including financial forecasting. In this research, we combine the ARIMA model, which has the ability to capture trends and seasonal components, with Machine Learning models, which can handle more complex patterns and nonlinear interactions in data. This approach allows us to obtain more accurate and reliable forecasts for the Dow Jones stock index in New York under uncertain global conditions. The data preprocessing process is an important stage in this combined approach, and one of the techniques used is Machine Learning. Through data preprocessing using Machine Learning techniques, we can clean the data, transform the data format, and extract relevant features for forecasting. Thus, Machine Learning plays a crucial role in optimizing the data before being applied to the ARIMA model, which in turn produces more accurate and valid forecasts.

The results of this research are expected to provide valuable insights for investors and market participants in facing uncertain global conditions and assist them in making better investment decisions. The Dow Jones index is also affected by other global conditions such as Changes in the Federal Funds Rate [5]. Furthermore, this research can contribute significantly to the understanding of using the combined approach of ARIMA and Machine Learning in stock index forecasting. The results of this research do not serve as personal investment advice or otherwise, the information provided is merely an objective academic study related to providing an overview of the possible direction of the global stock index movement at the present time. It is hoped that this research can serve as a foundation for the development of more effective forecasting methods in the future. The results of this research are expected to provide valuable insights for investors and market participants in navigating uncertain global conditions and assist them in making better investment decisions. Additionally, this research can contribute significantly to understanding the use of the combined approach of ARIMA and Machine Learning in stock index forecasting. The results of this research do not serve as personal investment advice or the like; instead, they provide an objective academic study that offers an overview of the potential movements of global stock market indices. It is hoped that this research can serve as a foundation for the development of more effective forecasting methods in the future.
1.1. Objective of the study This

Firstly, the study aims to enhance the accuracy and reliability of forecasting the Dow Jones stock index in New York, considering the challenging global economic landscape of 2023 characterized by rapid fluctuations and geopolitical tensions. By leveraging a combined approach of ARIMA and Machine Learning models, the researchers seek to overcome the limitations of traditional ARIMA models and capture complex patterns and nonlinear interactions in the data. Secondly, the study intends to provide valuable insights and guidance for investors and market participants facing the uncertain global conditions of 2023. By optimizing the forecast of the Dow Jones index, the research aims to assist in making informed investment decisions and anticipating market changes. The Dow Jones index holds significant influence over other global indices, making accurate forecasts for this benchmark particularly valuable in navigating the dynamic financial landscape. Lastly, the study aims to contribute to the understanding and advancement of forecasting methodologies by combining the strengths of ARIMA and Machine Learning models. By integrating the trend-capturing capabilities of ARIMA with the ability of Machine Learning models to handle complex patterns and nonlinear relationships, the researchers aim to develop a more effective forecasting approach. This research has the potential to lay the groundwork for future studies in optimizing stock index forecasting under uncertain global conditions, providing valuable insights into the dynamics of financial markets and supporting decision-making processes.

1.2. Contribution to the study This

Makes significant contributions to the field of stock market analysis and forecasting. Firstly, it offers valuable insights into the application of a combined approach of ARIMA and Machine Learning models in optimizing the forecasting of the Dow Jones index. By leveraging the strengths of both methodologies, the study provides a more accurate and reliable forecast, addressing the limitations of traditional forecasting models and capturing complex patterns and nonlinear relationships within the data. This contribution enhances the ability of investors and market participants to anticipate market trends and make well-informed investment decisions.

Furthermore, the research contributes to the understanding of how to navigate and optimize forecasting under uncertain global conditions. By focusing on the year 2023, which is predicted to be a year filled with economic fluctuations and geopolitical tensions, the study provides valuable guidance to investors and market participants in mitigating the challenges posed by an uncertain global landscape. The findings shed light on the importance of accurate and reliable forecasting in such conditions, emphasizing the role of the Dow Jones index as a crucial indicator in global financial markets. Overall, this research contributes to the advancement of forecasting methodologies and provides practical implications for investors and market participants in an increasingly volatile and unpredictable financial environment.

2 RESEARCH METHOD

The research aims to optimize the prediction of the Dow Jones stock index in New York amid uncertain global conditions in 2023. To achieve this goal, this study utilizes a combined approach of the ARIMA model and machine learning. Additionally, in terms of maintaining the quality of the data used, a robust data transformation method is employed using the Python language. The robust data transformation method can help improve the performance of the prediction model by eliminating outliers and reducing the impact of invalid data, allowing the model to focus more on the actual patterns and trends in the data. This can enhance the accuracy and precision of the predictions, thereby providing more optimal results.

The initial step in this methodology is data collection. The data used in this research is obtained from the yahoo.finance website. The collected data includes daily stock prices, trading volume, and other relevant key economic indicators pertaining to the Dow Jones stock index. In this case, the researcher chooses to use daily stock prices because in uncertain market conditions as described in the research title, stock prices can experience significant daily fluctuations. By using daily stock prices, the research can capture market changes more quickly and be more responsive to economic, political, or financial events that impact stock prices. This allows the researcher to identify real-time trends and market changes, enabling more accurate and timely decision-making.
After the data is collected, the next step is data transformation using the robust method with the Python language. The robust method is employed to eliminate outliers and obtain data that is more resistant to anomalies. In this stage, machine learning is applied in the data transformation process to ensure better quality for further analysis, which will be processed using Minitab. Next, modeling is conducted using the ARIMA model. The ARIMA model is used to capture trends and seasonal patterns in the Dow Jones stock index data. In this stage, machine learning is not directly utilized, but the results of the previous robust data transformation will influence the performance of the ARIMA model. After obtaining the ARIMA model, the training and validation process is performed, including the identification of ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function). ACF and PACF are used to determine whether the data is stationary with respect to the mean. After plotting ACF and PACF, it is necessary to reconsider whether differencing is required for the data. In this case, differencing is needed as the ACF plot indicates that the data is not stationary with respect to the mean. The differencing method used is "first difference," which involves subtracting each data point from the previous data point in the time series. Thus, each data point in the series represents the change in value from the previous data point.

By utilizing the combined approach of the ARIMA model and machine learning, as well as leveraging the robust data transformation method using the Python language, this research aims to provide optimal predictions for the Dow Jones stock index in New York amid uncertain global conditions in 2023. The following is a framework for describing the steps in the ARIMA procedure in Figure 1.
3 RESULTS AND ANALYSIS

In this section, it is explained the results of research and at the same time is given the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make the reader understand easily.

3.1. Machine Learning and Preprocessing Data

Machine learning is a branch of artificial intelligence that focuses on the development of algorithms and models that enable computers to learn and make predictions or decisions without being explicitly programmed. Several activities within machine learning are extensive, ranging from data preparation, data processing, to final analysis and evaluation. The implementation of machine learning is currently very popular and widely developed for all fields and aspects of life. Some examples of implementation include: KNN method is used to find hotel recommendations [6]. Classification of political news with KNN [7], clustering of Umrah data [8], Neural Network Implementation Using the Perceptron Method for Recognition of Letters or Text [9] Etc. Machine Learning in Data Preprocessing is focused on the necessary steps to prepare data before using it in a Machine Learning model to predict the Dow Jones stock index in New York using the ARIMA model. Researchers utilize machine learning in the Detection and Handling of Outliers. Outliers are data points that significantly differ from the general pattern in the dataset. Outliers can impact the performance of the Machine Learning model and the prediction outcomes. Therefore, in data preprocessing, steps for outlier detection and handling are essential, such as utilizing statistical methods or other techniques, to minimize the influence of outliers on prediction results. Figure 1 below illustrates the initial data plot, indicating that the data still contains outliers or a significant number of anomalies.
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Figure 2 Box Plot Plot for Initial Data

This study also attempts to explore various data transformations to examine whether the data can be made outlier-free when transformed. However, after trying several transformation methods, no ideal Box Plot plots were found. Figure 3 displays the different types of transformations used. As a result, the researcher decided to explore another option, which involves reducing the impact of outliers using a popular method typically suitable when the dataset contains significant outliers or when the presence of outliers can affect the analysis.
or the constructed model. In this case, the researcher heavily relies on the final model outcome and, therefore, opts for the Robust method.

The robust method was implemented using the Python programming language. The method was analyzed to address outliers in situations where outliers can disrupt the analysis or the constructed model can be seen in **Figure 5**. This method provides better protection against the influence of outliers and can produce more consistent analysis and stable models, thus helping to shape the stationary data distribution in time series analysis. The implementation process of the robust method can be seen in **Figure 4**.

In the robust method, there is a value called MAD (Median Absolute Deviation) constraint of 1.4826. This value is used in the robust method because it is related to the assumption of the data distribution following a normal distribution. MAD is a statistical measure that quantifies how far individual data points deviate from the median value. In a normal distribution, MAD is related to the standard deviation with a scaling factor of 1.4826. Therefore, by multiplying MAD by this factor (1.4826), we obtain an estimation that approximates the standard deviation in a normal distribution. The use of the factor 1.4826 in the robust method allows for a direct comparison between MAD and the standard deviation in a normal distribution. In some implementations of the robust method, MAD values that exceed this limit may be considered as indications of outliers. By using the MAD constraint of 1.4826, the robust method can provide more consistent results, enabling further analysis of the Dow Jones index.

**Figure 3 Various Types of Box Plot for Data Transformation**

**Figure 4 The process of removing outlier data with robust method**
3.2. Identification of Time Series Models

The application of the ARIMA method for forecasting Dow Jones is applied to the close data of the Dow Jones index, consisting of 816 data points from January 2020 to May 2023. The researchers used data starting from January 2020 because some data from 2019 showed severe anomalies due to the ongoing COVID-19 pandemic at that time. The impact of the Covid-19 pandemic has dropped many stock indexes in various countries to their lowest point in the last ten years [10]. The researcher utilizes daily closing transaction data, specifically the last point at the end of each session/closing for the Dow Jones index. This data provides more detailed information on point/price changes over time. With daily data, fluctuations in point/price can be observed within shorter periods, revealing trends, patterns, or changes that may be missed when only using weekly or monthly data. The pattern of the Dow Jones index’s close data is shown in Figure 6.

Based on the above Figure 6, it shows an increasing trend over time, indicating the presence of a fluctuating (non-stationary) trend pattern, often referred to as a stochastic trend. After understanding the data pattern, the next step is to examine whether the data has achieved stationarity in terms of mean and variance. If the data has not reached stationarity in terms of mean, a differencing process is required to reduce the data spread by taking the difference between the data at time \( n \) and the data at time \( n+1 \), commonly known as first differencing. On the other hand, if the data has not reached stationarity in terms of variance, a transformation process is needed. To evaluate stationarity in terms of variance, we can use the Box-Cox transformation in Minitab. If the rounded value or lambda (\( \lambda \)) is equal to 1, it can be said that the data has achieved stationarity in terms of variance. However, if lambda (\( \lambda \)) is not equal to 1, a transformation is performed until the rounded value in Box-Cox becomes 1. Thus, data transformation will be carried out to achieve stationarity in terms of variance before proceeding to the next step.
Based on the results shown in Figure 7, it can be concluded that the data has not reached stationarity in terms of variance. This can be observed from the rounded value (lambda) obtained from the Box-Cox output, which is 2.00. This value indicates that the data is still not stationary in terms of variance because if the data had achieved stationarity in terms of variance, the rounded value should be 1. Therefore, data transformation is needed to achieve stationarity in terms of variance before proceeding with further analysis. The information provided in Figure 7 provides a basis for applying the appropriate transformation to achieve the required stationarity in terms of variance for data analysis.

The researcher performed two Box-Cox transformations because the first transformation did not result in a rounded value of 1. The second transformation, as shown in Figure 8, yielded a rounded value of 1. Consequently, it can be concluded that the close data has achieved stationarity in variance. To ensure stationarity in mean, it is important to examine the time series plot and the ACF plot. Autocorrelation Function (ACF) or autocorrelation function is a function that shows the closeness of the relationship between observations at the t-time ($Z_t$) and observations at the previous time ($Z_{t-1}, Z_{t-2}, ..., Z_{t-k}$). Suppose $\bar{Z}$ is the sample mean where $\bar{Z} = \frac{1}{n} \sum_{t=1}^{n} Z_t$, then the sample autocorrelation at lag 1 of $Z_t$ is as follows.

$$\hat{\rho}_1 = \frac{\sum_{t=2}^{n}(Z_t-\bar{Z})(Z_{t+1}-\bar{Z})}{\sum_{t=1}^{n}(Z_t-\bar{Z})^2} \tag{1}$$
where $k$ is the time lag, $\hat{\rho}_k$ is the estimated value of the sample autocorrelation function at lag-$k$, $Z_t$ is the actual value at the $t$-time, $Z$ is the average of observations of all periods in the data and $Z_{t+k}$ is the observation at time to $(t + k)$ or the time after [11]. The Partial Autocorrelation Function (PACF) or the partial autocorrelation function between observations at time $t$ ($Z_t$) and observations at later times ($Z_{t+k}$) is defined as the correlation between $Z_t$ and $Z_{t+k}$ after the influence of variables $Z_{t+1}, Z_{t+2}, \ldots, Z_{t+k-1}$ has been removed. PACF is denoted by $\phi_{kk}$. The calculation of the lag $k$ PACF sample value begins by calculating $\phi_{1,1}$, while the formula for calculating $\phi_{kk}$ is as follows:

$$
\hat{\phi}_{k+1,k+1} = \frac{\hat{\rho}_{k+1} - \sum_{j=1}^{k} \hat{\phi}_{k,j} \hat{\rho}_{k+1-j}}{1 - \sum_{j=1}^{k} \hat{\phi}_{k,j} \hat{\rho}_{j}}
$$

(3)

And \( \hat{\phi}_{k+1,j} = \hat{\phi}_{k,j} - \hat{\phi}_{k+1,k+1} \hat{\phi}_{k,k+1-j} \) (4)

If the time series plot does not exhibit any trends or the ACF plot rapidly approaches zero, particularly after the second or third lag, it can be said that the data is stationary in mean. Additionally, another approach is to check if the number of lags in the ACF plots that exceed the confidence coefficient is not more than 3, indicating that the data is stationary in mean.

Figure 9 shows multiple consecutive time lags that exceed the significance threshold. This indicates that the close data of Dow Jones is still non-stationary in mean and requires data differencing. Differencing the data can help reduce existing trends or patterns in the data to achieve stationarity in mean. By taking the differences between observations at different time points, it produces data that is more stationary in mean.
The results of the first differencing Autocorrelation function data close Index Dow Jones
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Figure 10 The results of the first differencing Autocorrelation function data close Index Dow Jones

The output of the time series data for the close price Dow Jones after first differencing

![Time Series Plot of DIFF_R_1](image2)

Figure 11 The output of the time series data for the close price Dow Jones after first differencing

After differencing, the data distribution becomes more uniform and there are no more than 3 lag values that exceed the confidence interval. Additionally, **Figure 10** illustrates that the data fluctuates around zero (constant). Based on these figures, it can be concluded that the data has achieved stationarity in both mean and variance. To identify the model for the data, the close Dow Jones data is plotted after differencing on the ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) graphs. The following are the ACF in Figure 10 and PACF in **Figure 12** graphs used to estimate candidate models.

![Partial Autocorrelation Function for DIFF_R_1](image3)

Figure 12 The results of the first differencing Partial Autocorrelation function data close Index Dow Jones
Based on Figure 10, it can be observed that in the ACF plot, the autocorrelation values at lag 30 and around 38 exceed the significant threshold (confidence interval) or fall outside the dashed lines. Similarly, in Figure 12, the PACF plot indicates that the partial autocorrelation value at lag 30 also exceeds the significant threshold. Therefore, it can be concluded that there are two lags in the ACF plot that surpass the significant threshold, and one lag in the PACF plot that surpasses the significant threshold. This suggests the presence of an Autoregressive (AR) process of order 2 and a Moving Average (MA) process of order 1. Consequently, several possible ARIMA models can be generated and included in the list of candidate models, which can be executed without Data Error in Minitab, as follows.

1. Model 1 : ARIMA (1,1,0)
2. Model 2 : ARIMA (2,1,0)

3.3. Estimation and Test of Significance of Parameters

The estimation phase is used to obtain coefficient estimates and the resulting model. Significance tests of parameters are conducted, where the model with the smallest MSE is chosen as the best model to be used in forecasting the Dow Jones index. This significance test of parameters is performed to evaluate the significance of each parameter in the candidate ARIMA model. Generally, the model with the lowest Mean Squared Error (MSE) is chosen as the best model because it provides a lower level of error in predicting the data. In the context of ARIMA, MSE is used to measure how accurately the model can predict the data. By selecting a model with the smallest MSE, we can generate more accurate forecasts that closely approximate the actual data.

Table 1 ARIMA model estimation close data Index Dow Jones

<table>
<thead>
<tr>
<th>No</th>
<th>Model Estimation</th>
<th>Parameters</th>
<th>P. Value</th>
<th>Significance Test Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ARIMA (1,1,0)</td>
<td>AR(1)</td>
<td>0,000</td>
<td>Significant</td>
</tr>
<tr>
<td>2</td>
<td>ARIMA (2,1,0)</td>
<td>AR(1)</td>
<td>0,000</td>
<td>Significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AR(2)</td>
<td>0,000</td>
<td></td>
</tr>
</tbody>
</table>

The significance threshold for p-values in time series analysis is not fixed. As a general rule, the commonly used significance thresholds are p-values less than 0.05 or 0.01, indicating a statistically significant level of analysis [12]. In this study, a significance threshold below 0.01 was used to provide a higher level of confidence in decision-making. When the p-value falls below this threshold, researchers or decision-makers tend to be more confident that their findings can be replicated or applied more broadly. This provides additional assurance in the validity and generalizability of the findings.
3.4. Model Verification

After performing estimation and significance tests of parameters, all models exhibit significant results, leading to their selection as the best individual models. Next, the Mean Squared Error (MSE) values of each of these models will be evaluated. The following are the MSE values of the significant models.

Table 2 MSE value of the ARIMA model Dow Jones

<table>
<thead>
<tr>
<th>No</th>
<th>Model Estimation</th>
<th>Mse</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ARIMA (1,1,0)</td>
<td>5,641</td>
<td>N</td>
</tr>
<tr>
<td>2</td>
<td>ARIMA (2,1,0)</td>
<td>5,541</td>
<td>Y</td>
</tr>
</tbody>
</table>

Based on Table 2, the best model with the lowest MSE value is identified. The ARIMA (2,1,0) model exhibits the smallest MSE of 5.541. Subsequently, a check is conducted to determine whether the residuals of this model exhibit white noise properties or random behavior by examining the *p*-value and *Ljung-Box* statistics. The *Ljung-Box* test indicates that the ARIMA (2,1,0) model satisfies the assumption of white noise, meaning that the residuals are independent of each other or randomly distributed. The goodness of fit of the model is also assessed through the normality test of residuals.

The assumption of normal distribution in residuals allows for the use of statistical methods that rely on this assumption, such as hypothesis testing and confidence intervals. A normal distribution in residuals indicates that the ARIMA model has captured important patterns in the data and no significant information has been missed. Having normally distributed residuals facilitates the interpretation of results and makes the ARIMA model simpler for analysis and decision-making purposes.

![Normal Probability Plot](image)

In Figure 13, it can be observed that the distribution of residuals has approached a normal distribution as the data tends to cluster around the reference line. Therefore, the ARIMA (2,1,0) model can be considered suitable for forecasting the Dow Jones index. Furthermore, these results indicate that the model has a good ability to explain the variability and patterns in the available data.

3.5. Forecasting Data Close Dow Jones

Based on the selected model, which is ARIMA (2,1,0), a forecast has been made for the closing values of the Dow Jones data from January 2020 to May 2023. The equation used for this forecast is as follows:

\[ Y_t = Y_{t-1} + (-0.6628) - 0.2933et - 1 \rightarrow Y_t = Y_{t-1} - 0.6628 - 0.2933et - 1 \] (5)
Table 3 Forecasting of the Dow Jones Index in New York for the period Juni 2023 to Oktb 2023 (150 days ahead)

<table>
<thead>
<tr>
<th>Day</th>
<th>Forecasting</th>
<th>Day</th>
<th>Forecasting</th>
<th>Day</th>
<th>Forecasting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33,0516</td>
<td>16</td>
<td>33,1607</td>
<td>31</td>
<td>33,2348</td>
</tr>
<tr>
<td>2</td>
<td>33,0974</td>
<td>17</td>
<td>33,1657</td>
<td>32</td>
<td>33,2397</td>
</tr>
<tr>
<td>3</td>
<td>33,092</td>
<td>18</td>
<td>33,1706</td>
<td>33</td>
<td>33,2447</td>
</tr>
<tr>
<td>4</td>
<td>33,1027</td>
<td>19</td>
<td>33,1756</td>
<td>34</td>
<td>33,2496</td>
</tr>
<tr>
<td>5</td>
<td>33,1058</td>
<td>20</td>
<td>33,1805</td>
<td>35</td>
<td>33,2545</td>
</tr>
<tr>
<td>6</td>
<td>33,1116</td>
<td>21</td>
<td>33,1854</td>
<td>36</td>
<td>33,2595</td>
</tr>
<tr>
<td>7</td>
<td>33,1162</td>
<td>22</td>
<td>33,1904</td>
<td>37</td>
<td>33,2644</td>
</tr>
<tr>
<td>8</td>
<td>33,1262</td>
<td>23</td>
<td>33,1953</td>
<td>38</td>
<td>33,2693</td>
</tr>
<tr>
<td>9</td>
<td>33,1311</td>
<td>24</td>
<td>33,2002</td>
<td>39</td>
<td>33,2743</td>
</tr>
<tr>
<td>10</td>
<td>33,1361</td>
<td>25</td>
<td>33,2052</td>
<td>40</td>
<td>33,2792</td>
</tr>
<tr>
<td>11</td>
<td>33,1411</td>
<td>26</td>
<td>33,2101</td>
<td>41</td>
<td>33,2842</td>
</tr>
<tr>
<td>12</td>
<td>33,1459</td>
<td>27</td>
<td>33,215</td>
<td>42</td>
<td>33,2891</td>
</tr>
<tr>
<td>13</td>
<td>33,1509</td>
<td>28</td>
<td>33,220</td>
<td>43</td>
<td>33,294</td>
</tr>
<tr>
<td>14</td>
<td>33,1558</td>
<td>29</td>
<td>33,2249</td>
<td>44</td>
<td>33,299</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>33,2299</td>
<td>45</td>
<td>33,3039</td>
</tr>
<tr>
<td></td>
<td></td>
<td>46</td>
<td>33,3088</td>
<td>47</td>
<td>33,3138</td>
</tr>
<tr>
<td></td>
<td></td>
<td>48</td>
<td>33,3187</td>
<td>49</td>
<td>33,3236</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>33,3286</td>
<td>51</td>
<td>33,3335</td>
</tr>
<tr>
<td></td>
<td></td>
<td>52</td>
<td>33,3385</td>
<td>53</td>
<td>33,3434</td>
</tr>
<tr>
<td></td>
<td></td>
<td>54</td>
<td>33,3483</td>
<td>55</td>
<td>33,3533</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56</td>
<td>33,3582</td>
<td>57</td>
<td>33,3631</td>
</tr>
<tr>
<td></td>
<td></td>
<td>58</td>
<td>33,3681</td>
<td>59</td>
<td>33,373</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>33,378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91</td>
<td>33,531</td>
<td>106</td>
<td>33,605</td>
<td>121</td>
<td>33,6791</td>
</tr>
<tr>
<td>92</td>
<td>33,5359</td>
<td>107</td>
<td>33,610</td>
<td>122</td>
<td>33,684</td>
</tr>
<tr>
<td>93</td>
<td>33,5409</td>
<td>108</td>
<td>33,6149</td>
<td>123</td>
<td>33,689</td>
</tr>
<tr>
<td>94</td>
<td>33,5458</td>
<td>109</td>
<td>33,6198</td>
<td>124</td>
<td>33,6939</td>
</tr>
<tr>
<td>95</td>
<td>33,5507</td>
<td>110</td>
<td>33,6248</td>
<td>125</td>
<td>33,6988</td>
</tr>
<tr>
<td>96</td>
<td>33,5557</td>
<td>111</td>
<td>33,6297</td>
<td>126</td>
<td>33,7038</td>
</tr>
</tbody>
</table>
Based on Table 3 and Figure 14, it is found that the closing price of the Dow Jones Index has been increasing every day. In this case, there is a possibility that the stock prices in this index will continue to rise. This increase is not solely an invitation to invest in the Dow Jones index, but rather additional information considering that the fluctuations, whether up or down, are influenced by various external factors that need to be considered. Therefore, this information can serve as a guideline for investors to be more selective and cautious in their investments, especially in stock investments in the current global market benchmark, the Dow Jones Index. Although the index is predicted to gradually continue to rise, investors should still be selective in choosing which stocks are still good in the Dow Jones Index, as it is also certain which sectors will support the increase in the Dow Jones Index. This information consists solely of objective data and does not include any investment recommendations. In addition to being aware of the Dow Jones index trend, it is important to consider other factors such as the impact of the Fed rate and the domestic interest rate of the respective country [13].
4 CONCLUSION

The prediction results indicate that the Dow Jones Index is expected to continue its upward trend until the end of 2023. This provides an opportunity for investors to strategize their stock selection within the Dow Jones Index. The impact of the Dow Jones movement will also be felt by stock exchanges in several countries, such as Indonesia, Singapore, London, Hong Kong, etc., as the Dow Jones Index currently attracts the attention of global investors. Furthermore, the combined approach of ARIMA and Machine Learning models has shown promising results in optimizing predictions. Despite not utilizing an excessive number of significant models, this approach can generate an optimal model for predicting the movement of the Dow Jones Index. By harnessing the strengths of both methods, accurate predictions can be made, aiding investors in making better investment decisions.

Thus, this research makes a significant contribution to improving the quality of forecasting for the Dow Jones Stock Index amidst uncertain global conditions. Investors can utilize these prediction results as a guide in structuring their investment strategies, enhancing the potential for success and reducing risks in the stock market. In general, this study reveals that the movement of the Dow Jones Index is closely related to the global economic conditions. The findings of this research provide important quantitative insights into the movement of the Index, which can provide valuable information for investors in facing the situations and conditions of the global economy that can affect stock markets worldwide. In this era of globalization, understanding the connection between the local market and global economic conditions is crucial in making smart and effective investment decisions. By considering global economic factors in their investment strategies, investors can prepare themselves with data and knowledge to face potential changes and adjust their portfolios to the ongoing global stock market conditions. These findings can serve as a guide for investors to understand and anticipate the movement of the Dow Jones Index, which serves as a benchmark for indices in various countries, and then adapt to the conditions in their respective stock markets.
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